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ABSTRACT 

 

SENTIMENT ANALYSIS IN TWITTER USING ORANGE 

 

Nuriu Rei 

Master of Science Department of Computer Engineering 

Supervisor: Dr. Arban Uka 

 

 

In this thesis the fundamentals of Natural Language Processing (NLP) will be 

presented. All the methods that I have tested are performed in a platform called Orange 

which is going to be explained throughout the thesis. 

The main focus of the thesis is analyzing the semantic meaning of a large dataset 

of tweets. This dataset will be about tweets regarding a luxury brand named 

“Balenciaga”. Anyway, until the reach of our final goal there are a vast number of other 

methods that provide data/text analytics of the tweets that our dataset contains.  Each 

step that I have followed will be illustrated and explained in the thesis. At the end I have 

had some results and conclusions. 

 

Keywords: NLP, Orange, twitter, data analytics, sentiment analysis, dataset 
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ABSTRAKT 

 

ANALIZE SENTIMENTI NE TWITTER DUKE PERDORUR ORANGE 

 

Nuriu Rei 

Master Shkencor, Departamenti i Inxhinierisë Kompjuterike 

Udhëheqësi: Dr. Arban Uka 

  

  

Kjo tezë do t’i prezantojë lexuesit me Përpunimin e gjuhës natyrale (NLP). Gjatë tezës 

jam munduar që të përkufizoj dhe të shpjegoj bazat e Përpunimit të gjuhës natyrale. Të gjitha 

metodat që kam testuar janë realizuar në një platformë që quhet Orange, e cila do të shpjegohet 

përgjatë tezës. 

Fokusi kryesor I tezës eshte analiza e sentimentit të nje bashkësie te madhe me tweet-e. 

Kjo bashkësi do të jetë rreth tweeteve për nje firme të njohur, luksi që quhet Balenciaga. 

Gjithsesi, derisa të arrijme në qëllimin tonë përfundimtar do të shohim një numër te gjerë 

metodash të tjera të cilat performojnë analiza të dhënash dhe teksti të tweet-eve që përmban 

bashkësia që kemi zgjedhur. Cdo hap që kam ndjekur është i ilustruar dhe i shpjeguar gjatë 

tezës. Në fund kam arritur në nxjerrjen e disa rezultateve dhe konkluzioneve. 

  

Fjalë kyçe: Përpunimi I gjuhës natyrale, Orange, twitter, analizë të dhënash, analizë 

sentimenti, bashkësi. 
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CHAPTER 1 

INTRODUCTION 

 

 

These days Only 21% of the data is in structured form. Other data is generated as we speak, 

tweet and send messages by using whatsapp, instagram and other platforms. Majority of this 

data is in textual form which is highly unstrctured in nature. In order to produce significant and 

actionable insights from this text data it is important to get acquainted with the techniques of 

NLP. NLP is a part of comp science and AI which deals with human languages. 

First of all, we need to understand what is NLP and what is Text Mining? 

NLP or Natural Language Processing refers to a branch of AI that deals with human 

languages. It gives to machines the ability to read, understand an derive meaning from human 

languages. 

When it comes to Text Mining it can be defined as the process of deriving meaningful 

information from language text. 

 

 

 

 

 

 

 

 

 

NLP is a part of Computer Science and Artificial Intelligence which deals with human 

languages. 

Figure 1. NLP scheme 
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     Nowadays NLP is being used in a various number of applications. 

Some of the most common applications of NLP include: Spell checking, Keyword search, 

Information exctraction in websites and documents, Advertisement matching (recomandation 

of ads based on your search), Sentimental Analysis, Speech recognition (voice assistants ex. 

siri), Chatbot, Machine translation (ex. google translate) 

 

1.1 Thesis Objective 
 

In this thesis, you will be introduced to a very powerful text mining and data analysis 

platform called Orange. We are going to use this platform to perform a detailed data analysis 

for a twitter dataset that I am going to choose and treat like a case study. The main focus will 

be on sentiment analysis of a big number of comments generated from twitter. So, we will be 

focused on the application of NLP on sentiment analysis but differing from the authors that are 

going to be mentioned in the Literature Review our experiment is going to be conducted using 

Orange Platform. 

In this thesis I have decided to make a case study about one of the most famous brands 

that has been under a large number of critics by its clients and public because of a scandal that 

happened in one of their last campaigns. This luxury brand is called Balenciaga.  

A full Data Analytics of the comments found online on Twitter platform was 

performed about this brand.  

All these Data Analytics are shown using Orange. In the methodology and results 

section are shown every step that I have performed. All widgets used are explained including 

their function and their results.  

There will also be a results chapter which will show to the readers the results of the 

work performed. Conclusions chapter will be the end of the thesis. 
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1.2 Motivation (Scope of the Work) 

 

The scope of the work is to conduct some data analytics for a twitter dataset that I am 

going to use. The main analysis will be about detecting the sentiment of the tweets that I have 

in my dataset. This kind of analysis can be very useful for the brand to analyse the opinion that 

people have about their products and can be used by them to improve the brand performance. 

1.3 Thesis Structure 

 

The thesis will be organized in 5 chapters. You already had a look on the first chapter 

which was an overview of what you are going to read in the following chapter and what I want 

to achieve in the end of the thesis. The second chapter is about literature review, in which are 

gathered information around our topic from different authors and journals. The third chapter 

shows the methodology of work and all methods that I have used in this thesis. The fourth 

chapter is about results and the last chapter brings a conclusion to my thesis. 
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CHAPTER 2 

LITERATURE REVIEW 

 

In this chapter we are going to understand some of the basics of NLP. There will be 

shown the two main components of Natural Language Processing. Their main functions will 

be explained and what are they used for. After explaining the two main components there will 

be shown the main elements that are always taken in consideration when processing different 

kind of texts. Also, different kind of techniques used by different authors are going to be 

explained 

 

At these first steps I have tried to understand and present to the readers some of the 

simplest techniques and applications of NLP and NLU as a main component of NLP.  

 

Driven by the increasing demand for advanced technologies in industries such as 

finance, healthcare, and e-commerce. The ability to analyze and understand human language 

has numerous potential applications, ranging from sentiment analysis in social media to 

automated customer service and natural language generation. 

In recent years, there have been significant advancements in NLP, particularly in the 

areas of deep learning and representation learning. This has led to the development of models 

such as BERT (Bidirectional Encoder Representations from Transformers) and GPT 

(Generative Pretrained Transformer), which have achieved state-of-the-art results in a wide 

range of NLP tasks, including named entity recognition, question answering, and sentiment 

analysis. 

Despite these advancements, NLP is still a challenging field, and there remain many 

open research questions related to understanding the meaning and context in natural language. 

However, with continued advancements in NLP and semantic analysis, it is likely that the field 

will continue to grow and have a significant impact on a wide range of industries in the future. 
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2.1 Components of NLP 

 

When we talk about NLP, we should have in mind two main components: 

 

1.Natural Language Understanding(NLU), which is the part that takes care of mapping input 

to useful representations and also analyzing different aspects of language. 

 

2.Natural Language Generation which is the process of producing meaningful phrases and 

sentences in the form of natural language from some internal representation. It includes: Text 

planning, Sentence planning, Text realization 

 

Before we continue with our thesis first, I have to show how does NLP work. Everything can 

be seen in this form: At first you start with a document which is going to be analyzed. When 

you say a document, it means that there can also be analyzed different kind of datasets and a 

various number of text forms.  

To make the algorithm understand what is going on, you need to process it into a form which 

is easy comprehensible by the machine. (like making a child to read). These are the steps or 

elements needed to be taken in consideration when processing a text: 

 

■ Tokenization(break a complex sentence into words. Understand the importance of each 

with respect to the sentence. Produce a structural description on an input sentence.) 

■ Stemming (Normalizing the word into its root form) 

■ Lemmatization (groups together different inflected forms of a word, called Lemma. 

Somehow similar to Stemming, as it maps several words into a common root. Output 

of Lemmatization is a proper word. Ex: a Lemmatiser should map gone, going into 

go) 

■ Stop words (not helpful in language processing. A list of words ex: not, and, just, do 

etc.) 

■ POS(parts of speech) tags (noun, verb, adverb, singular, plural etc.) 

■ Named Entity Recognition (move , monetary value, organization, location, quantities, 

person) 

■ Syntax (Syntax Tree) 

■ Chunking(picking up individual pieces of information and grouping them into bigger 

pieces) 
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2.2 NLP and Semantic Analysis 

 

Through many years a vast number of studies and papers have been written by 

different authors which experiment on different applications of NLP. Surveys have been 

abducted. My main focus in this thesis was on representing different kind of techniques that 

other authors have used for experimenting on sentiment analysis using NLP. 

 

A literature review for Natural Language Processing (NLP) and semantic analysis is an 

overview of existing research on the use of computational methods for understanding, 

interpreting, and generating human language. NLP has been a rapidly growing field in recent 

years, driven by advances in machine learning, artificial intelligence, and computational 

linguistics. 

Semantic analysis is a crucial part of NLP, as it involves understanding the meaning 

behind words and phrases in a text. Techniques used in semantic analysis include word sense 

disambiguation, named entity recognition, part-of-speech tagging, and sentiment analysis. 

Some of the key challenges in NLP and semantic analysis include dealing with 

ambiguity, context-dependency, and the vast variability in language use. These challenges have 

led to the development of various NLP tools and models, including rule-based systems, 

machine learning algorithms, and deep learning models such as recurrent neural networks 

(RNNs) and transformers. 

One notable application of NLP and semantic analysis is in the field of information 

retrieval, where techniques are used to extract relevant information from large collections of 

text. Other applications include machine translation, text classification, and chatbots. 

Recent advancements in NLP and semantic analysis have shown significant 

improvements in the accuracy and speed of NLP models, particularly with the use of deep 

learning techniques. However, there is still much room for improvement, and ongoing research 

continues to explore new methods for making NLP models more robust, scalable, and effective 

for real-world applications. 
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2.3 Methods used for Sentiment Analysis 

2.3.1 Rule-based Approach 

There are several methods used for sentiment analysis. The first one is Rule-based 

approaches which involves using a set of manually crafted rules to classify the sentiment in a 

text. Rule-based approaches are a traditional method for hate speech detection in social media. 

In this approach, a set of predefined rules and patterns are used to identify hateful content in 

the text. For example, a rule-based approach might flag words or phrases that are commonly 

used in hate speech, such as racial slurs or insults. 

This method can be relatively simple to implement and can achieve decent results for 

simple cases. However, rule-based approaches can be limited in their accuracy and scalability, 

as they can miss more complex cases of hate speech that do not match the predefined rules, 

and they can be difficult to update as new forms of hate speech emerge. 

Additionally, rule-based approaches can also suffer from false positives, where non-

hateful content is incorrectly flagged as hate speech. For this reason, rule-based approaches are 

often used in conjunction with other methods, such as machine learning algorithms, to improve 

the accuracy of hate speech detection. 

2.3.2 Lexicon-based Approach 

Another method is Lexicon-based approach which involves using a pre-existing 

dictionary or lexicon of words and their sentiment polarity to classify the sentiment in a text. 

Lexicon-based approaches are a method for hate speech detection in social media that involves 

using a pre-compiled list of words and phrases associated with hate speech. The text is analyzed 

and compared to this lexicon, and any matches are flagged as potential instances of hate speech. 

This method can be more accurate than rule-based approaches, as the lexicon can 

include a wide range of words and phrases used in hate speech. However, lexicon-based 

approaches can still suffer from false positives, where non-hateful content is incorrectly flagged 

as hate speech. This can occur because the lexicon may include words that have multiple 

meanings and can be used in different contexts. 

Additionally, lexicon-based approaches may also miss more subtle forms of hate speech 

that are not included in the lexicon. To address this issue, lexicon-based approaches can be 

combined with other methods, such as machine learning algorithms, to improve the accuracy 

of hate speech detection. It's important to note that the quality and coverage of the lexicon used 



       
8 

can have a significant impact on the performance of the hate speech detection system, and it's 

crucial to continually update and evaluate the lexicon to ensure that it remains relevant and 

effective. 

2.3.3 Machine learning-based Approach 

Machine learning-based approaches is a method that involves training a model on a 

labeled dataset to learn the relationship between the text and its sentiment and then using this 

model to classify the sentiment in new texts. Machine learning-based approaches are a method 

for hate speech detection in social media that involves training a model to identify hateful 

content in text. This is done by feeding the model a large amount of annotated training data, 

which consists of text samples labeled as hate speech or non-hate speech. The model then uses 

this training data to learn the patterns and features associated with hate speech. 

Machine learning-based approaches can be more accurate and scalable than rule-based 

and lexicon-based approaches, as they can identify more complex and nuanced forms of hate 

speech that are difficult to detect with other methods. Popular machine learning techniques 

used for hate speech detection include text classification, sentiment analysis, and representation 

learning. 

One advantage of machine learning-based approaches is that they can adapt to new 

forms of hate speech over time, as long as the training data is updated to reflect these changes. 

However, these models can also suffer from biases, if the training data is biased or if the model 

has been trained on a limited set of examples. 

It's crucial to evaluate the performance of machine learning-based hate speech detection 

models to ensure that they are both effective and ethical, and to correct any biases that might 

be present. Additionally, it's important to balance the need for accuracy with the need for 

privacy and freedom of expression, to ensure that hateful speech is detected without infringing 

on the rights of individuals to express their opinions. 

2.3.4 Deep learning-based Approach 

Also, Deep learning-based approaches is another interesting method that involves using 

deep neural networks, such as Convolutional Neural Networks (CNNs) or Recurrent Neural 

Networks (RNNs), to analyze the sentiment in a text. Deep learning-based approaches are a 

method for hate speech detection in social media that involve using neural networks, a type of 

machine learning algorithm, to identify hateful content in text. These models are called "deep" 
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because they consist of many interconnected layers that process the input data and learn 

complex representations of the data. 

Deep learning-based approaches have shown promising results for hate speech 

detection, as they can capture subtle patterns and relationships in the text that other methods 

may miss. For example, recurrent neural networks (RNNs) and convolutional neural networks 

(CNNs) have been used to analyze the sequence of words in a sentence and identify features 

relevant to hate speech. 

One advantage of deep learning-based approaches is that they can learn directly from 

the raw text data, without the need for manual feature engineering or lexicon-based methods. 

However, they can also be computationally expensive and require a large amount of labeled 

training data to achieve good results. 

It's important to evaluate the performance of deep learning-based hate speech detection 

models to ensure that they are both accurate and ethical, and to correct any biases that might 

be present in the training data or the model itself. Additionally, it's crucial to consider the trade-

off between accuracy and privacy, to ensure that hateful speech is detected without infringing 

on the rights of individuals to express their opinions. 

 

Different techniques are suitable for different types of data, and some techniques may 

be better suited for certain tasks than others. 

For example, rule-based methods are well-suited for simple tasks where the patterns in 

the data are well-defined, but they can be less effective for more complex tasks where the 

patterns are less well-defined. Machine learning-based methods can be more effective for 

complex tasks, but they require annotated training data, which can be time-consuming and 

expensive to collect. Deep learning-based methods can be very effective for complex tasks, but 

they require large amounts of data and computational resources. 

Additionally, the choice of technique will depend on the desired level of accuracy, the 

timeline for the project, and the available resources, such as computational resources and 

expertise. The researcher will need to carefully consider these factors and choose the technique 

that best meets their needs and constraints. 
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Each of these methods has its own advantages and disadvantages and the choice of 

method depends on the specific requirements of the task and the available resources. 

 

 

 2.4 Advantages and Disadvantages in methods used for Sentiment 

Analysis 

 

2.4.1 Advantages and Disadvantages of rule-based approaches 

Advantages of rule-based approaches for sentiment analysis include the Simplicity that 

Rule-based approaches are easy to understand and implement, making them a good starting 

point for beginners in sentiment analysis. Another advantage is the Transparency. Rule-based 

approaches are transparent in their decision-making process, as the rules used to classify the 

sentiment in a text are clearly defined and can be easily modified. Also, Customizability is 

another advantage of Rule-based approaches. They can be customized to suit the specific needs 

of a task by adding or modifying the rules used for classification. 

Disadvantages of rule-based approaches for sentiment analysis include the Limited 

coverage that  Rule-based approaches can only classify sentiment for texts that follow the 

patterns defined by the rules, and may not be able to handle more complex or idiomatic 

expressions. Brittle performance is another disadvantage for Rule-based approaches. They can 

be easily thrown off by even small variations in the text, and may not be robust to different 

writing styles or languages. Also, Lack of generalization is a disadvantage for Rule-based 

approaches because they are not capable of generalizing to new, unseen texts, as they are only 

able to classify sentiment based on the specific patterns defined by the rules. In addition to all 

these, Maintenance is another disadvantage for Rule-based approaches because they require 

manual maintenance and updating of the rules to keep up with changing language usage and 

sentiment expressions. 
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2.4.2 Advantages and Disadvantages of lexicon-based approaches 

 

Advantages of lexicon-based approaches for sentiment analysis include the Ease of use 

because Lexicon-based approaches are simple to implement and do not require extensive 

training data. Speed is another advantage for Lexicon-based approaches because they can 

process large amounts of text quickly, making them suitable for real-time sentiment analysis. 

Also, High coverage can be mentioned as an advantage for Lexicon-based approaches because 

they can handle a wide range of sentiments, including positive, negative, and neutral, by 

leveraging a large pre-existing sentiment lexicon. 

Disadvantages of lexicon-based approaches for sentiment analysis include the Limited 

accuracy that Lexicon-based approaches have because they may not always accurately reflect 

the sentiment in a text, as the sentiment of a word may change based on the context in which it 

is used. Another disadvantage is the Lack of context that Lexicon-based approaches have. They 

do not take into account the context in which a word is used, and may not accurately reflect the 

sentiment in a text as a result. Dependence on lexicon qualityis another disadvantage. The 

quality of the sentiment lexicon used can greatly impact the accuracy of the sentiment analysis, 

and poor-quality lexicons may lead to incorrect classifications. In the end, Lack of 

customization can also be mentioned as a disadvantage for Lexicon-based approaches. They 

are limited by the coverage of the sentiment lexicon used and may not be suitable for tasks with 

specific requirements, such as analyzing sentiment in a specific domain or language. 

 

2.4.3. Advantages and Disadvantages of Machine Learning-based approaches 

 

Advantages of Machine Learning-based approaches include Automation because 

Machine learning algorithms can automate repetitive tasks and make decisions without human 

intervention. Scalability is another advantage that Machine learning algorithms have because 

can handle large amounts of data and can be easily scaled to accommodate future growth. Also, 

Improved accuracy is an advantage of Machine learning algorithms because they can learn 

from data and identify patterns that might not be immediately apparent to humans, leading to 

improved accuracy and decision making. Another advantage is Time efficiency. Machine 

learning algorithms can process large amounts of data in a short amount of time, allowing 

organizations to quickly make informed decisions. 
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Disadvantages of Machine Learning-based approaches include Bias. Machine learning 

algorithms can perpetuate existing biases in the data used for training, leading to unfair or 

inaccurate outcomes. Another disadvantage is Overfitting because Machine learning 

algorithms can sometimes over-learn from the training data and not generalize well to new, 

unseen data. Lack of transparency is another disadvantage for Machine learning algorithms 

which can be difficult to understand and interpret, making it hard to explain their decisions and 

reasoning. Another aspect that can be seen as a disadvantage is that they require large amounts 

of data. Machine learning algorithms require large amounts of data to train effectively, which 

can be a challenge for organizations with limited data resources. Dependency on quality of 

datais another disadvantage. The accuracy of machine learning algorithms depends on the 

quality of the data used for training, and bad data can lead to poor results. 

 

 

2.4.4 Advantages and Disadvantages of Deep learning-based approaches 

 

Advantages of Deep learning based approaches include High accuracy. Deep learning 

models can achieve very high accuracy levels in various tasks, such as image and speech 

recognition, natural language processing, etc. Handling complex patterns is another 

advantage for Deep learning models because they are capable of handling complex patterns 

and relationships within the data. Automated feature extraction is also an advantage for Deep 

learning models because they can automatically extract features from the input data, reducing 

the need for manual feature engineering. Another thing that can be mentioned as an 

advantage is the large-scale deployment. Deep learning models can be deployed at scale, 

making it possible to handle large amounts of data and make predictions in real-time. 

 

Disadvantages of Deep learning based approaches include Computational cost. Deep 

learning models require a lot of computational resources, which can make them difficult to 

train and deploy on low-end hardware. Another aspect that can be mentioned as a disadvantage 

is Data requirements because Deep learning models require large amounts of labeled data to 

achieve good results, which can be difficult and time-consuming to obtain. Overfitting is 

another disadvantage for Deep learning models because they are prone to overfitting, 

particularly when trained on small amounts of data, which can lead to reduced performance on 
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unseen data. Also, Interpretability is another disadvantage for Deep learning models because 

they can be difficult to interpret, making it challenging to understand how they are making 

predictions and identify potential biases in the model. 

 

2.5 Sentiment Analysis in social media 

 

Sentiment Analysis in Social Media refers to the process of using Natural Language 

Processing (NLP) and Machine Learning techniques to classify the sentiment expressed in texts 

from social media platforms, such as Twitter, Facebook, and Instagram, into positive, negative, 

or neutral. The goal of sentiment analysis is to determine the overall attitude of the author of 

the post toward a particular topic, product, or event. 

Advantages of sentiment analysis in social media include: 

1. Brand monitoring: Companies can use sentiment analysis to monitor and 

analyze public perception of their brand, products, or services. 

2. Customer feedback: Sentiment analysis can be used to gather valuable 

customer feedback, helping organizations to make data-driven decisions. 

3. Market research: Sentiment analysis can be used to gather insights into 

public opinions and preferences in real-time, providing valuable market research 

information. 

However, there are also some challenges and limitations associated with sentiment 

analysis in social media. Ambiguous language: Social media texts often contain informal and 

ambiguous language, which can make it difficult for sentiment analysis algorithms to 

accurately classify the sentiment. Irony and sarcasm: Social media users often use irony and 

sarcasm, which can lead to incorrect sentiment classification by the algorithms. Bias and 

fairness: Sentiment analysis algorithms can be biased if the training data contains biased 

information, leading to inaccurate and unfair predictions. 

Overall, sentiment analysis in social media is a valuable tool for organizations, but it 

should be used with caution, considering its limitations and potential biases. 
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2.6 Text Analytics using NLP 

 

Text Analytics using NLP (Natural Language Processing) refers to the process of 

analyzing and understanding text data to extract meaningful insights and information. This can 

include a range of tasks, such as sentiment analysis, named entity recognition, topic modeling, 

summarization, and more. 

Text analytics using NLP techniques can be applied in various domains. These domains 

include social media analysis: Analyzing public opinions, sentiments, and emotions expressed 

on social media platforms. It includes Customer feedback analysis: Analyzing customer 

feedback in surveys, reviews, and other forms of customer feedback to gain insights into 

customer satisfaction and opinions. Market research is also a part of this domain: Analyzing 

news articles, press releases, and other forms of public discourse to understand public opinions 

and preferences. Cybersecurity: Analyzing large volumes of text data from security logs to 

detect and prevent cyber attacks. Healthcare: Analyzing electronic health records to extract 

important information, such as diagnosis, treatment plans, and patient outcomes. 

Text analytics using NLP is a rapidly growing field that has the potential to 

revolutionize various industries by providing valuable insights and information from large 

amounts of text data. 

Text Analytics using NLP (Natural Language Processing) is also important for several 

reasons. Reasons such as understanding customer opinions: NLP can be used to analyze large 

volumes of customer feedback and identify patterns and trends in customer opinions, which 

can help organizations to improve their products and services. For Market research: NLP can 

be used to analyze social media posts and news articles to gain insights into consumer 

preferences, market trends, and competitor activity. Sentiment analysis: NLP can be used to 

automatically categorize the emotions and opinions expressed in text, which can be useful for 

customer feedback analysis, brand monitoring, and market research. Also Text classification: 

NLP can be used to automatically categorize and classify text into different categories, such as 

spam filtering, document categorization, and topic modeling. Furthermore Text 

summarization: NLP can be used to automatically summarize long pieces of text, making it 

easier to consume large amounts of information quickly. Lastly Natural language generation: 

NLP can be used to generate new text that is coherent and semantically meaningful, which can 

be useful for applications such as customer service chatbots and content generation. 
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In conclusion, NLP plays a critical role in text analytics, enabling organizations to make 

informed decisions based on large volumes of unstructured text data. 

 

 

2.7 Hate speech detection in social media using NLP 
 

Hate speech detection in social media can be performed using NLP (Natural Language 

Processing) techniques. It involves using various algorithms and models to identify and classify 

hateful content in text, such as racist or sexist slurs, insults, and other forms of hate speech. 

This task can be challenging as hate speech often involves the use of slang, sarcasm, 

and other linguistic nuances that can be difficult to detect. However, techniques such as 

sentiment analysis, text classification, and representation learning can be used to build models 

that can accurately identify hate speech in social media. 

It's worth mentioning that hate speech detection is an ongoing area of research, and 

current methods may have limitations and biases. Thus, it's important to continually evaluate 

and improve these models to ensure that they are ethical and effective in detecting hate speech. 
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CHAPTER 3 

METHODOLOGY 

 

3.1 Orange Platform 

Orange is a powerful open-source machine learning and data visualization platform 

which allows its users to perform data analysis, see data flow and also become much more 

productive. It was first released in 1996 by the University of Ljubljana but once it launched 

widgets in 2010 it started being more and more useful.   

It is used nowadays in biomedicine, genomic research, bioinformatics because it 

provides a platform for recommendation systems, experiment selection and predictive 

modelling. Orange is also supported on Windows, macOS and Linux and can be easily installed 

from the Python Packages.  

Orange data mining works with widgets. These widgets are computational units of 

Orange. Widgets read, process and visualize the data. You can also do clustering by using them 

or build predictive models. In other words, widgets help us to explore the data.  

Orange Canvas is a visual programming environment for Orange. In there all the 

widgets are integrated and all the relationships between widgets take form. 

 

 

 

3.2 Dataset 

As we said in the introduction in this thesis it is presented a sentiment analysis for a 

Twitter Dataset. My dataset is composed of 1000 tweets which have “Balenciaga” brand as 

their keyword. Twitter widget in Orange is going to be very helpful for us in obtaining the 

datasets with the exact number of comments or mentions that we want to analyze and the 

language that we want these comments to be in.  
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In the figure above there are shown the dataset characteristics that I wanted my twitter 

dataset to have. All text will be in English language in form of comments. There will be a total 

of 1000 tweets and they will have “Balenciaga as a keyword”. 

 

3.3 Tweets’ content 

To see the content of each tweet one by one we have to use another widget that Orange 

provides us. This widget is called the Data Table widget and it helps us see the content of the 

tweets associated with their respective author. You can also see the exact time that it was 

tweeted, the language of the tweet, number of likes that it has and a few other tweets 

characteristics and information that we may take in consideration when making different kind 

of data analysis.  

 

Figure 2. Twitter widget 



       
18 

 

 

In the figure above it is shown the next step that connects twitter widget with the Data 

Table widget. 

 

In this table there is a preview of the results obtained in the Data table widget. There 

is shown the content of the tweets associated with authors, exact time it was tweeted and some 

other characteristics of tweets. 

Figure 3. Data Table widget 

Table 1. Data Table 
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Another widget that displays text and enables us to browse it is the Corpus Viewer. 

The two figures below show respectively the Corpus Viewer Widget and the result obtained by 

using it. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Corpus Viewer Widget 

Figure 5. Corpus Viewer 
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3.4 Key words 

In all that huge content some of the readers may be interested about the main keywords 

that all 1000 tweets have in common. By the help of a widget called Word Cloud which is 

another widget that helps for visualizing the text you can see the word frequencies of all our 

tweets in the form of a cloud where the biggest words in cloud are the words which are more 

frequently mentioned in the tweets.  

 

 

  

 

 

 

 

 

 

 

 

 

 

 

In this figure it is shown the connection of twitter widget with the world cloud widget.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Word Cloud Widget 

Figure 7. Word cloud before Preprocessing 
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Here it is shown the world cloud obtained from these tweet contents. We can clearly see 

that the words written in bigger letters are the words that are repeated the most. But we can 

also notice that there are a lot of “garbage” considered as key words such as : @, https, //, # 

etc. and we should find a way to get rid of those. 

 

 

 

3.5 Preprocessing Text 

The Preprocess Text widget performs some of the basic elements of NLP including: 

splitting of text into smaller units or tokens, stemming, lemmatization, creating n-grams and 

tags tokens with part-of-speech labels.  

When we use preprocessing before the word cloud widget we will obtain better results 

in the cloud. The word cloud visualization will look much better. The punctuations will be 

removed, only meaningful words will be retained and also we can remove words that we want 

to from the cloud.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This figure shows the addition of the preprocess text widget in the canvas right before 

the word cloud widget. 

  

Figure 8. Preprocess Text Widget 
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This figure shows the new word cloud without any punctuations and only meaningful 

word included. We can clearly see that our key word is the brand name “Balenciaga” and some 

other key words include other brand names.  

 

 

3.6 Bag of Words 

Bag of Words widget is used to create a corpus with word counts for each tweet. This 

count can be in three forms: absolute, binary or sub linear.  

Figure 9. Word Cloud after preprocessing 
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In this figure it is shown the addition of the Bag of Words widget in the canvas 

associated with a Bag of Words table where we will see the results.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In this figure we can see the parameters for the Bag of Words widget. In the Term 

frequency option I have chosen “count” which will output to us the number of occurrences of 

a word in the respective tweet. While for the Document frequency and Regularization options 

I do not want any parameter as an output. 

 

 

Figure 10. Bag of Words Widget 

Figure 11. Bag of Words options 



       
24 

 

At the last column of this Bag of words table we can the term frequencies for each 

tweet in our dataset.  

 

 

 

 

3.7 Twitter Profiler 

The Twitter Profiler widget takes as an input the dataset of 1000 tweets that we have 

chosen and outputs a corpus with information on the sentiment of each document. It retrieves 

the information for each tweet and after sending data to the server, a model computes emotion 

scores.  

Table 2. Bag of Words Table 

Figure 12. Tweeter Profiler and Box Plot Widgets 
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This figure shows the addition of the twitter profiler widget in the canvas. After twitter 

profiler there is a Box Plot widget where we will observe the results depending on the variables 

and the subgroups in which we are interested in.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In this figure are shown the options of Twitter profiler widget. I have decided to use 

content attribute for the analysis, Ekman’s classification of emotions (with the multi class 

option) and we will output the results as class. 

 

 

 

Figure 13. Tweeter Profiler Options 
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In this figure are shown the Box Plot results. In this widget I have selected emotion as 

the variable in which the classification will be based. Also the subgroups will be based by the 

emotion. This is why we can see the number of tweets that represents each emotion.  

 

3.8 Sentiment Analysis 

Sentiment analysis will be the fundamental part of this thesis. We are going to use the 

Sentiment Analysis widget which predicts sentiment for each tweet in the corpus. The two 

models that we are going to use for the sentiment analysis:  Liu & Hu and Vader sentiment 

models from the NLTK.  

NLTK or Natural Language Toolkit is used for NLP and text analytics. Always we 

should have it installed in the system when we want to use its library. 

 

 

 

 

 

 

 

 

Figure 14. Box Plot 
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CHAPTER 4 

RESULTS AND DISCUSSIONS 

 

4.1 LIU & HU model sentiment analysis 

The Liu & Hu sentiment analysis model computes and provide to us a single normalized 

score of the sentiment in a tweet. We will have a negative score for a negative sentiment, a 

positive score for a positive sentiment and 0 score for a neutral sentiment.  

 

 

 

 

This figure shows addition of the Sentiment analysis widget in the canvas. As an option 

for the method I have chosen the Liu Hu model. Also we have the Sorting Column widget 

which will allow us to see only the columns that we want in the data table by filtering the 

attributes. The Save Data widget will allow us to save the values of the table in the form that 

we want. 

Figure 15. Sentiment Analysis Widget (Liu Hu) 
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This figure shows the options of the Sorting Column widget. I have selected content and 

the date of the widget to be shown together with the respective sentiment value. 

 

 

Figure 16. Sorting Column Options 
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Table 3. Liu Hu Sentiment Table 

 
 

This are the results that we obtained for 1000 tweets. We can notice on the last column 

that we have the numerical values representing the sentiment value. As we said before, for the 

Liu & Hu model, the negative values represent negative sentiment, positive values represent 

positive sentiment, while 0 value represent neutral sentiment.  

 

 4.2 Vader model sentiment analysis 

Vader is an NLTK model that also provides the sentiments of our tweets based on the 

words used. But differing from Liu Hu which provides us a single normalized value for the 

sentiment, Vader model outputs a score for each category (positive, negative and neutral) and 

together with these three it outputs us a total sentiment score called a compound.  
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This figure shows the addition of the Sentiment Analysis widget (this time with the 

Vader model option selected). After the Sentiment widget there comes the Sorting Column 

widget associated with the Data Table widget that will show us the output. Also we have the 

Save Data Widget. 

 

 

 

Figure 17. Sentiment Analysis Widget (Vader) 
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In the sorting column widget I have selected again the content and the date of the tweet 

as the attributes that will be shown as outputs in the data table together with the numerical 

values of the 4 kinds of sentiment values. 

In this table we can see the values of each category for 1000 tweets and a total sentiment 

score called the compound. 

 

Figure 18. Sorting Column Options 
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4.3 Analyzing Results 

After the Sentiment Analysis widget provided us with sentiment values for each tweet 

we are going to go a little bit further. With the Save Data widget I am going to save my Table 

values in an excel sheet and then I will calculate the average sentiment for all 1000 tweets in 

both models. 

 

4.3.1 Liu & Hu Model Results 

 

 

 

 

In the excel sheet above I can see that the first column is the sentiment column which 

has our 1000 sentiment values. 

Table 4. Vader Sentiment Table 

Table 5. Liu Hu excel sheet 
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With the Help of the Average formula in Excel I can easily calculate the average of all 

rows which have sentiment values. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Here we can see the computed result of the overall sentiment. The result gives us a 

positive value so the overall sentiment for the Balenciaga brand appears to be positive. 

 

 

 

 

 

Table 6. Average Calcuation 

Table 7. Average Result 
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4.3.2 Vader Model Results 

 

Here we can see the excel sheet that we obtained from the Vader Model sentiment 

analysis. The first four columns show the values of the sentiments for each tweet. As we said 

before for the Vader model we have 4 values for each tweet (positive, negative, neutral and 

compound). 

 

Table 9. Vader averages results 

 
 

At the end of each column I have calculated the average for each column and those are 

the results that I obtained.  

In the Vader model we interpret the results like in the following way. When we have a 

positive tweet, the compound score should be >=0.05. When we have a negative tweet, the 

compound score should be <=-0.05. While when have a neutral tweet the compound score 

should be >-0.05 and <0.05.  

In our dataset the average of the Compound score is around 0.088 which is >0.05. So, 

in overall the sentiment about the Balenciaga brand according to Vader Sentiment analysis 

model is again positive.  

Table 8. Vader Excel sheet 
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4.4 Discussions 

 

In the following picture we can see my whole work through the thesis. All the widgets 

that are used are shown in the canvas together with all the relations between them. We can see 

that the Preprocess text widget, which performs all the elements of NLP is the initialization of 

every other widget that perform functions.   

 

Figure 19. Full Canvas 
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CHAPTER 5 

CONCLUSIONS 

 

 

5.1 Conclusions 

The aim of this thesis was to introduce readers with NLP as a branch of AI which gives 

machines ability to read human language, understand it and also derive meanings from it. I 

used Orange platform to perform some of the NLP elements. Understanding semantic meaning 

and performing sentiment analysis is one of the best applications of NLP these days. When it 

comes to social media, we can say that it there are some huge platforms which are part of it. 

Twitter is one platform of social media where people are always expressing comments about 

their everyday life, experiences, products they use or buy and a multiple number of other 

elements. My thesis fundamental part was to present to different companies, how they can 

understand people’s opinions about the products they are launching or the services they are 

offering. Overall, I can conclude that using Orange platform can be very useful in analyzing 

sentiment of comments in Twitter platform. 

 

5.2 Future Work 

There are also some very other social media platforms existing these days such as 

Instagram, Facebook, Tik Tok, etc. Analyzing data and comments from these platforms can be 

a field of big interest that can help companies a lot in their campaigns and product reviews. 

Finding suitable ways to import their datasets in Orange or some other platforms can lead to 

very interesting results. 
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